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Abstract: Human drowsiness or fatigue required various 

approaches to be detected before or during the driving 

process. Nowadays, many people have managed to 

acquire personal vehicles which they use to travel 

around different regions. Arriving alive and on time is a 

crucial goal for all drivers en route. Drowsiness can be 

caused by long driving and lack of adequate rest. Several 

metrics proven to detect drowsy driving include eye 

detection and heart rate variability. Driving behavior 

like lane departure, use of indicators, braking and 

steering handle could also be used. The objective of this 

work is to develop drowsiness detection, a prediction 

system that integrates eye detection, which is the 

behavioral and physiological approach. The system 

should keep track of the driver's behavior and 

concentration while driving and give a voice warning or 

alarm whenever drowsiness is detected. 

 

Keywords: Drowsy driving; fatigue; lane position, 

prediction, detection 
 

I.INTRODUCTION 
 

Detection of drowsy driving will have an impact on 

reducing road accidents. The system may also find 

application in industries by verifying the suitability of 

workers, especially those who work with hazardous 

objects 24/7, healthcare institutes, and safety-sensitive 

deployments. Whenever a person falls asleep, he or she 

may experience fatigue and find it difficult to stay 

focused [1]. Today, most professions require long-term 

focus to achieve intended goals. Drivers of heavy 

vehicles generally travel long distances without resting 

and are highly prone to drowsiness or fatigue while 

driving [2]. Therefore, it is necessary to monitor the 

work process as the behavior of humans may change due 

to the time and workload involved. At some point, a 

worker should be made aware of his or her state of 

alertness and advised to take a break whenever tired to 

avoid injury or the production of poor products /services. 

Drowsy driving claims several victims every day. In [3], 

sleeping while driving contributed to several road 

accidents. There is a need for early detection methods 

to minimize drowsy driving accidents [4]. Several 

authors have done a great job of detecting and alerting 

drivers during their driving time. A review of other 

studies highlighted that drowsy driving can affect 

driving performance, attitude parameters and 

physiological catalogs [4]. Different approaches can 

be used to detect drowsy driving, including steering 

wheel angle, eye blinking pattern, eye 

opening/closing, and electrocardiogram [5].  

II. LITERATURE SURVEY 
 

This work is closely related to real-time video 

streaming and image processing typically applied on 

cable television cyber surveillance monitoring 

systems. Studies on drowsiness systems are 

discussed. Routine review of driver collision 

avoidance technologies that continuously checked 

the length of eye blinks was presented [1].The 

method detects the blinking of the eyes via a 

standard webcam installed precisely in front of the 

driver's seat and detects the eyes according to a 

particular EAR (Eye Aspect Ratio).In [2], any 

analysis was carried out to see factors relating to 

tiredness.  

III. APPLICATIONS 
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Abstract— Approximate computing, as a new paradigm for nanoscale technologies, 

addresses error tolerance in the computational process in order to increase performance and 

minimize power consumption. Many upcoming nanotechnologies can benefit from majority 

logic (ML), and its fundamental building block (the 3-input majority voter, MV) has been 

widely employed in digital circuit design. The suggested multipliers use approximate 

compressors and a reduction circuitry with so-called complement bits; the proposed adders 

use approximate compressors and a reduction circuitry with so-called complement bits. To 

examine the relevance of different complement bits depending on the size of the multiplier, 

an influence factor is established and analyzed; a strategy for complement bit selection is also 

offered. Hardware measurements (such as delay and gate complexity) and error metrics are 

used to assess the suggested designs. When compared to other ML-based designs reported in 

the literature, the proposed designs are found to perform better. To demonstrate the validity 

of the proposed designs, case studies of error-resilient applications are shown. 

Keywords:Majority logic, approximate adder, approximate multiplier, complement bits, 

approximate compressor, image processing. 

1. Introduction 

Power dissipation is increasingly 

becoming a challenge for advanced 

integrated circuit design; although 

emerging nanoscale technologies have 

been proposed to replace CMOS at the end 

of Moore’s law, the issue of power 

consumption remains unabated, because 

integration density of these 

nanoelectronics devices continues to 

increase at a high rate. Approximate 

computing is a promising technique to 

reduce power consumption and improve 

performance of circuits and systems by 

allowing computational errors in error-

tolerant applications, such as multimedia 

signal processing, machine learning and 

pattern recognition [1-2]. Approximate 

computer arithmetic circuits based on 

CMOS technology have been extensively 

studied. Designs of approximate adders, 

multipliers and dividers for both fixedpoint 

and floating-point formats have been 

proposed [3-7]. Error metrics such as the 

mean error distance (MED), the 

normalized MED (NMED) and the relative 

MED (RMED) [8] have been proposed to 

analyze the errors introduced in the 

operations of approximate arithmetic 

circuits.  

However, the approximate designs of 

CMOS circuits cannot be immediately 

applied to many emerging technologies 

such as QCA [9-10], nanomagnetic 

logic[11], and spinwave devices [12] due 

to the very different underlying logic 

structure of these devices. Emerging 

devices rely on majority logic (ml) which 

is a substantially different framework from 

conventional boolean logic. The majority 

gate performs a multi-input logic operation 

and is shown in fig. 1;  
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Abstract: New Technology is quantum dot cellular automata at Nano metric scale, which has 

lower area (PLBs) requirement and low Power Consumption, quantum cells. by using the CMOS 

technology, layout size can’t lesser than their present size, the QCA approach proves to one of 

the potential arrangements in beating this physical layout. Using this QCA technology, we 

created Majority gate, with the help of the Majority gate calculations, newBinary coded Decimal 

(BCD) adder has developed. The method is simulated and synthesized using Xilinx ISE software 

with the help of Verilog programming language. The results shown that the proposed method has 

better performance properties like delay (speed), power utilization, area, ADP and PDP 

compared to existing methods.  

Keywords: QCA, CMOS, BCD 

1. INTRODUCTION 

Any VLSI design aims at optimization of any of three parameters namely power, area 

and delay. Many researchers have achieved this optimization using CMOS technology. CMOS 

technology gives very promising results and if we try to extend the same CMOS technology to 

nanometer range the length and width of the channel becomes too small and hence transistor 

loses its functionality. As alternative CMOS in nanometer scale a new technology QCA 

(Quantum Cellular Automata) has been developed. QCA is one of the promising technologies 

that have been employed in modern VLSI design for optimization of power and area. The crucial 

feature of a QCA cell is that it possesses an electric quadrupole which has two stable 

orientations. These two orientations are used to represent the two binary digits, "1" and "0". In 

simplest form QCA is four dot nano cell composed of four dots at corner of the square. The fig.1 

given below represents a QCA cell. The four dots of quantum cell represents holes and electrons. 

White colored dots represent holes and black colored dots represent electrons. Thus, there are 

four dots in QCA quantum cell out of which two are filled with electrons and two are filled with 
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Abstract: Skin conditions affect a disproportionately high number of organisms. Medical professionals

encounter a challenging challenge when trying to properly record and categorise the wide variety of skin

illnesses that exist. It can be difficult to accurately diagnose a skin infection because there is such a wide

variety of human skin tones and the effects of skin infections can be evident nearly immediately. This

highlights the need of identifying and treating skin issues as soon as possible. In recent years, there has

been a meteoric rise in the number of medical applications of AI. More often than not, diagnostic procedures

employ DL and ML approaches. The diagnostic procedure is not only enhanced by these solutions, but it is

also accelerated by them. This approach uses deep learning also machine learning to enhance the classification

of skin diseases. The results of a comparison analysis prompted researchers to develop a prediction model that

combines Convolutional Neural Networks also Support Vector Machines and achieves an accuracy of 92.05%.

*Correspondence: Assistant Professor, Department of Science and Technology, G H Raisoni College of Commerce,
Science and Technology, Nagpur, Maharashtra, India. Email:gaurav.saxena@raisoni.net
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Abstract: Inexact circuits have been considered for applications that can endure some 

deficiency of precision with further developed execution or potentially energy effectiveness. 

Multipliers are key number juggling circuits in a considerable lot of these applications 

including DSP. In this paper, a clever estimated multiplier with a low power utilization and a 

short basic way is proposed for elite execution DSP applications. This multiplier uses a 

recently planned estimated addition that restricts it convey spread to the closest neighbors for 

quick halfway item gathering. Various degrees of exactness can be accomplished by utilizing 

either OR entryways or the proposed surmised addition in a configurable blunder 

recuperation circuit. The approximate multipliers using these two error reduction strategies 

are referred to as AM1 and AM2, respectively. Both AM1 and AM2 have a low mean error 

distance, i.e., most of the errors are not significant in magnitude. Compared with a Wallace 

multiplier optimized for speed, an 8×8 AM1 using four most significant bits for error 

reduction shows a 60% reduction in delay (when optimized for delay) and a 42% reduction in 

power dissipation (when optimized for area). 

Index Terms— Approximate computing, multiplier, adder, error recovery, low-power, 

image processing. 

1. Introduction 

We have an abundance of new 

information, not just from big, efficient 

research and business machines, but also 

from billions of low-power devices of 

different sorts. While conventional 

workloads like transactional or database 

analysis continue to develop modestly, a 

variety of systems are explosively 

computerized to achieve greater insight in 

large quantities of structured and 

unstructured data. Traditional computing 

implies an accuracy which is not required 

in most types of information. Nevertheless, 

though, these computational systems stay 

on high-precision (and reliable) 

frameworks for general purposes (and 

accelerator). The goal of approximate 

computing is to loosen these restrictions in 

order to achieve substantial computational 

performance improvements-while 

preserving reasonable output. 
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Abstract: Advanced video communication requires the high speed as well as low power 

consumption devices. But the conventional video streaming architectures are failed to maintain 

this trade-off.This work presents a novel video streaming architecture using combination of 

features, which are generatedfrom FeatureAccelerated Segment Test (FAST) and Binary Robust 

Independent Elementary Feature (BRIEF) descriptors.To reduce the complexity of the BRIEF 

descriptor, we employ an optimized adder tree to perform summation by accumulation on 

streaming pixels for the smoothing operation. Since the window buffer used in existing designs 

for computing the BRIEF point-pairs are often poorly utilized, this work proposes an efficient 

sampling scheme that exploits register reuse to minimize the number of registers. All the designs 

are implemented and synthesized using Xilinx ISE software with verilog programming language. 

The simulation results shows that the proposed FAST-BRIEF descriptor consumes the low 

power as compared to the conventional approaches. 

Keywords:Feature descriptor, embedded vision, VLSI, hardware acceleration 

I. Introduction  

Computer vision algorithms such as Simultaneous Localization and Mapping (SLAM), object 

detection, object matching and video frame correspondence, rely on video frame features [1]. 

The features are used for object representation, or directly matched and tracked across multiple 

frames. Due to the real-time nature of these applications [2], the computational complexity for 

detecting the features must be kept low. The FAST algorithm was introduced to detect 

reasonable corners at high speed. The Binary Robust Independent Elementary Feature (BRIEF) 

descriptor is computed by performing binary tests of n point-pairs on a square video frame patch. 

The combination of FAST and BRIEF (FAST-BRIEF) [3][4] has been shown to outperform 

other video frame features in many applications [5]. FAST-BRIEF features provide a good trade-

off between robustness and compute efficiency. However, it still contributes to a significant 

portion of the overall application runtime. For example, the FAST-BRIEF descriptor contributes 
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Abstract: Redundant Binary Partial Product Generator technique are used to reduce by one row 

the maximum height of the partial product array generated by a radix16 Modified Booth 

Encoded multiplier, without any raise in the delay of the partial product creation Block. In this 

paper, we describe an optimization for binary radix-4 modified Booth recoded multipliers to 

reduce the maximum height of the partial product columns to [n/4] for n = 64-bit unsigned 

operands. This is in contrast to the conventional maximum height of [(n + 1)/4]. Therefore, a 

reduction of one unit in the maximum height is achieved. This Arithmetic multipliers increase 

the performance of ALU and Processors. We evaluate the proposed approach by comparison 

with Normal Booth Multiplier. Logic synthesis showed its efficiency in terms of area, delay and 

power. Simulation results show that the proposed Multiplier based designs significantly improve 

the area, delay and power consumption when the word length of each operand in the multiplier is 

64 & n-bits. The proposed architecture of this paper analysis the delay and area using Xilinx 

14.2. 

Keywords: Modified Booth Encoding, Radix-16, Pipeline, Multiplier, Enhanced, Carry Select 

Adder, Binary Excess Converter. 

1. Introduction 

Multiplier is one of the basic hardware block 

used for many digital and high performance 

systems such as FIR filters, digital signal 

processors and microprocessors etc. Many 

high speed low power multiplication 

algorithms and architectures have been 

proposed. Advances in technology have 

permitted many researchers to design 

multipliers which offer both high-speed and 

regularity of layout, thereby making them 

suitable for VLSI implementation. Digital 

signal processing requires efficient 

multiplication operations with the highest 

possible speed without compromising the 

power budget. In general, basic 

multiplication algorithm can be divided into 

three following steps.1) partial product (pp) 

generation, 2) partial product reduction and 

3) final carry propagated addition [1-2]. In 

the first step, a set of partial product rows is 

generated where each one is the result of the 

product of one bit of the multiplier by 

multiplicand. For example, if we consider 

the multiplication X x Y with both X and Y 

on n bits and of the form xn_1 . . . x0 and 

yn_1 . . . y0, then the ith row is, in general, a 

proper left shifting of yi x X, i.e., either a 

string of all zeros when yi = 0, or the 

multiplicand X itself when yi = 1. In this 

case, the number of PP rows generated 

during the first phase is clearly n [1-4]. 

Recoding of binary numbers was first hinted 

at by Booth [5] four decades ago. 

Journal of Engineering Sciences Vol 13 Issue 10,2022, ISSN:0377-9254

www.jespublication.com Page 166

eee
Highlight

eee
Highlight

eee
Highlight



© December 2021| IJIRT | Volume 8 Issue 7 | ISSN: 2349-6002 

IJIRT 153553 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 467 

 

Sentimental Analysis of Product Based 

Reviews Using Machine Learning Approaches 

 

 

Duvvuru Mahammad Dawood Khan1, Mr. Vaddi Narasimha Swamy 2 
1PG Scholar, Department of CSE, Vaagdevi Institute of Technology & Science, Proddatur 

2Assistant Professor and HOD, Department of CSE, Vaagdevi Institute of Technology & Science, 

Proddatur 

 

Abstract - With the fast growth of e-commerce, large 

number of products is sold online, and a lot more people 

are purchasing products online. People while buying also 

give feedback of product purchased in form of reviews. 

The user generated reviews for products and services are 

largely available on internet. Since information available 

on internet is so widespread, we need to extract the 

needful information for which we make use of 

sentimental analysis. Sentiment analysis extracts 

abstract and to the point information required for source 

materials by applying concept of Natural language 

processing. It is used to deal with identification and 

aggregation of the opinions given by the customers. 

These reviews play vital role in determining potential 

customer for the products as well as market trend for 

product. This paper provides summary of reviews for 

products by classifying these reviews as positive, negative 

or neutral. Information on internet is highly Since 

reviews are highly unstructured, machine learning 

approaches are applied including naïve Bayes and 

support vector machine algorithms by first taking inputs 

as unstructured product reviews, performs 

preprocessing, calculates polarity of reviews, extracts 

features on to which comments are made and also plots 

graph for the result. The algorithms precision, recall and 

accuracy are measured Finally. 

 

Index Terms - Machine Learning, Semantic Orientation, 

Sentiment Analysis, Support Vector Machine, Naïve 

Bayes. 

1.INTRODUCTION 

 

In past days, purchasing of products was more based 

on getting product review from nearby neighbors, 

relatives etc. as products were purchased directly from 

merchants. People believed relatives, and friends 

review about product helpful. But with change in 

technology, we saw development of Ecommerce 

industry with sites flooded by products from different 

brands made available to customers at the touch of one 

click. The availability of product-based sites with 

doorstep delivery has made it convenient for 

customers to shop online. It provides one stop shop for 

all needs of customers. With so much change in 

shopping pattern, we see merchants providing 

customers with feedback option about the product. 

Customers write reviews from all parts of the world. 

There are thousands, millions of reviews being 

written. So a question arises on how to get 

fundamental judgment about product without going 

through each of them separately. A lot of reviews are 

very long, making it difficult for a potential customer 

to review them to make an informed decision on 

whether the customer should purchase the product or 

not. A vast number of reviews also make it difficult for 

product manufacturers to keep log of customer 

opinions and sentiments expressed on their products 

and services. It thus becomes necessity to produce a 

summary of reviews. Summarization of reviews is 

done using sentiment analysis.  Sentiment analysis 

tends to extract subjective information required for 

source materials by applying natural concept of natural 

language processing [4]. The main task lies in 

identifying whether the opinion stated is positive or 

negative. Since customers usually do not express 

opinions in simple manner, sometimes it becomes 

tedious task to judge an opinion stated. Some opinions 

are comparative ones while others are direct. 

Sentimental analysis helps customer visualize 

satisfaction while purchasing by simple 

summarization of these reviews into positive or 

negative- two broader classified classes. Feedbacks 

are mainly used for helping customers purchase online 

and for knowing current market trends about products 

which is helpful for developing market strategies by 

merchants. In this paper, we examine the effectiveness 

of applying machine learning techniques to the 
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Abstract—To reduce the power consumption, the design of approximate multiplier appears 

as a promising solution for many error-resilient applications. In this paper, we propose a low-

power high-accuracy approximate 8 x 8 multiplier design. The proposed design has two main 

features. First, according to the significance, different weights utilize different compressors 

(in different levels of accuracy) to accumulate their product terms. As a result, the power 

consumption can be saved with a small error. Second, for the middle significance weights, we 

use high-order approximate compressors (e.g., 15:4, 5:3 compressor) to reduce the logic of 

carry chains. To our knowledge, the proposed design is the first work that successfully uses 

high order approximate compressors in the approximate multiplier design. Compared with an 

exact multiplier (Dadda tree multiplier), experimental results show that the proposed 

approximate multiplier can achieve both low power and high accuracy.  

Keywords-approximate computing; arithmetic circuits; logic design; low-power design; 

partial product reduction

1. Introduction 

We have an abundance of new 

information, not just from big, efficient 

research and business machines, but also 

from billions of low-power devices of 

different sorts. While conventional 

workloads like transactional or database 

analysis continue to develop modestly, a 

variety of systems are explosively 

computerized to achieve greater insight in 

large quantities of structured and 

unstructured data. Traditional computing 

implies an accuracy which is not required 

in most types of information. Nevertheless, 

though, these computational systems stay 

on high-precision (and reliable) 

frameworks for general purposes (and 

accelerator). The goal of approximate 

computing is to loosen these restrictions in 

order to achieve substantial computational 

performance improvements-while 

preserving reasonable output. A main 

research aim in estimated calculation is to 

define the estimation thresholds within 

various layers of the machine stack (from 

computers to circuits and electronic 

components) to enable for an appropriate 

but probably specific outcome from the 

results obtained using precise calculation. 

Approximate computational techniques 
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Navier Slip Condition on Time-Dependent Radiating
Nanofluid with the Soret Effect
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This work concentrates on the study of the two-dimensional hydromagnetic flow of nanoflu-
ids over an suddenly started nonlinear stretching sheet in the presence of radiation and dis-
sipation. The Soret effect and heat generation are also taken into consideration. The trans-
formed ordinary differential equations (ODEs) are solved numerically via the MATLAB RK4S
approach bvp4c solver with the assistance of similarity variables. The effects of various param-
eters are explored and shown in graphs and tables. It is noted that the concentration increases
as the Soret number increases within the boundary layer. An increase in velocity slip decreases
the velocity and a reverse effect is observed for temperature. This model has significance in
different areas such as polymer chemical and metallurgical industries, and other fields that use
the latest technology and thermo-processed materials such as metallic and glass sheets.

Key words: nanofluids; MHD; thermal radiation; viscous dissipation; heat generation; Soret
effect.

Notations

a – constant parameter [s−1],
A – unsteadiness parameter,
B – magnetic field [kg/(s2 ·A)],
B0 – constant magnetic field [kg/(s2 ·A)],
C – nanoparticle concentration,

C∞ – concentration of nanoparticle in the free stream,
CfX – local skin friction coefficient,
Cw – concentration of nanoparticle at the wall of the sheet,
DB – Brownian diffusion coefficient [m2/s],
DT – thermophoretic diffusion coefficient [m2/s],
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